On the Relaxation of Functionals with
Contact Terms on Non-Smooth Domains
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ABSTRACT. We provide the integral representation formula for
the relaxation in BV (Q; RM) with respect to strong convergence
in L'(Q; RM) of a functional with a boundary contact energy
term. This characterization is valid for a large class of surface
energy densities, and for domains satisfying mild regularity as-
sumptions. Motivated by some classical examples where lower
semicontinuity fails, we analyze the extent to which the geome-
try of the set enters the relaxation procedure.
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Contact energies play an important role in numerous physical and industrial ap-
plications, where boundary effects are modeled by a surface integral of the form

(1.1) JaQT(x,Tru(x))d:i{Nfl.
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An important example can be found in the context of the van der Waals-Cahn-
Hilliard theory of liquid-liquid phase transitions (see [7] and [20]), where it is
customary to consider a contact term as in (1.1) together with a competing bulk
energy. A prototype for the energy functionals studied in this case (see [25]) is
given by

(1.2) F(u) = o|Dul(Q) +Lgr(x,Tru(x))d5{N*1.

Here, Q is a bounded open subset of RN with Lipschitz continuous boundary, Tr
denotes the trace operator on 9Q, and HN-! is the N — 1-dimensional Hausdorff
measure. Moreover, the phase variable u € BV(Q) represents the density of the
fluid (see Section 2.1), o is a positive constant, and T: 0QXR — R is a given func-
tion that encodes the energetic interaction per unit area with the boundary of the
container Q. An energy of this form was considered by Modica (see Proposition
1.2 in [25]), who proved that the functional F is lower semicontinuous in BV(Q)
with respect to the strong topology of L' (Q2), provided the following assumptions
are satisfied:

(H1) The domain Q is of class C!!.
(H2) The density function T satisfies

IT(x,p) —T(x,0)| <0olp —ql

for all x € 0Q and forall p,q € R.

Additionally, Modica showed that F may fail to be lower semicontinuous if Q is
only a Lipschitz domain, or if the Lipschitz constant of T is strictly larger than
0. This was accomplished with the following two strikingly simple examples (see
Remark 1.3 in [25]):
(E1) LetQ:= (0,1)%, 0 = 1,and T(x,p) := Ap with A < —/2/2. Forn € N,
let 1y, be defined via

1
'
. 1
n ifx;+x<—.

n

0 ifx;+x2=
Un(x1,x2) =

Then, as one can readily check, u, — 0in L'(Q) and F(uy) = vV2-2A <
0= 7F(0).

(E2) Let Q== {x € R?: |x| < 1}, 0 = 1, and T(x,p) := Alp| with A > 1.
For n € N, let u, be defined via

Un(x) = min{|x|,(n — 1) (1 — [x[)}.

Then, u, — u in L'(Q) where u(x) := |x|, and by means of a direct
computation we see that F(u,) — F(u) - 2(1 —A) <0.
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Motivated by these observations, the aim of this paper is to obtain an integral
representation formula for the lower semicontinuous envelope of F when the hy-
potheses in (H1) and (H2) are significantly weakened. In particular, we show
that for a large class of domains (see Definition 1.1), the roughness of the set is
reflected in a growth condition for T, but poses no additional restriction on the
regularity than the one required in (H2). Thus, our work provides us with the
precise understanding of the interaction between the regularity of the domain and
the assumptions on the density T in the relaxation procedure. We refer to Theo-
rem 1.4 for the exact statement of our results.

Regarding (H1), we comment that while Modicas result is stated for C! do-
mains, to the best of our understanding, the proof presented actually requires the
set to be of class C!'! in order to show lower semicontinuity along sequences which
are not uniformly bounded in BV(Q). Further insight is provided by comparing
the proof of Proposition 3.1 with the first step in the proof of Proposition 3.2.

It is worth noting that the study of conditions ensuring the lower semicon-
tinuity of energy functionals with contact terms is of particular interest also in
capillarity problems (for an overview on the mathematical study of capillarity phe-
nomena see, for instance, [11]). Here, we only mention the contributions that are
closer to the spirit of this work. In the classical paper [9], Emmer considered the
energy functional

(1.3) C(u) = Jlel + |Dul? + L) ul(x)dx +v LQTru(x) dHN-T,

defined for u € BV(Q), and established existence of a solution to the minimiza-
tion problem for C under the condition that

I S
1+ L3,
where Lyq is the Lipschitz constant of Q. Notice that the first bulk contribution on

the righthand side of (1.3) is the classical non-parametric area functional, which
is defined via

L} \J1+ |Dul? == sup { JQ(cpo(x) +u(x)dive(x))dx :

N
(o, € CZ QRN ) and Y gi(x)? < 1.
i=0

(1.4) lv| <

Furthermore, we recall that for N = 2, minimizers of the energy C correspond to
capillary surfaces meeting the boundary of the container at an angle 0, determined
by the relation v = — cos 0.

As previously remarked by Finn and Gerhardt (see [12]), the condition identi-
fied by Emmer is rather restrictive and forbids the treatment of several cases where
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the existence of a solution can be predicted on the basis of physical arguments. In
particular, while (1.4) correctly reveals that corner singularities on the boundary
of the domain may pose an obstruction to the existence of solutions, one expects a
qualitatively different result for small and large included angles, that is, depending
on whether the tip of the corner points outside or inside the domain, respectively.
This is the central issue addressed in [12], where the authors proved existence
of minimizers for Lipschitz domains satisfying an interior ball condition. A re-
finement of this result was obtained by Tamanini in [29]. Comparable results to
those of Finn and Gerhardt were also obtained by Giusti in [18], where the au-
thor extended the study of the capillarity problem to the case of mixed boundary
conditions on two relatively open subsets of 0€2.
Finally, the parametric case, namely, the study of the functional

Cp(E) = (1 — A)[D1£](Q) + A|D1g| (RY) + L”(x’ dx,

where E C RN is a set of finite perimeter, where Q is a Lipschitz domain, and
where p € L1(Q), was treated by Massari and Pepe in [24] (for the case of three
fluids, see [23]). In this framework, the existence of a solution of the volume
constrained minimization problem for Cp was established under the assumption
that A € [0, 1]. This condition is in accordance with (H2).

More recently, Fonseca and Leoni in [13] considered the energy functional

G(u) = L} hix,u(x),Vu(x))dx + LQT(X,THA(X)) dHNL

defined for vector-valued functions u € W1 (Q;RM), and proved an integral
representation formula for its relaxation in BV(Q; RM). The main assumptions
required on h are that h(x, u, -) is quasiconvex and satisfies a linear growth con-
dition of the form

g(x,p)I&l < h(x,p,8) < Cg(x,p)(1 +[ED)
for every x € Q, p € RM, and & € RM*N_ Furthermore,
T € C(AXRM) nCH(QxRM)
is such that
(1.5) IVpT(x,p)l < g(x,p)
for all x € Q and all p € RM. Notice that in this general framework condition

(1.5) plays the role of (H2). Additionally, their proof hinges on a Gauss-Green
formula (see Lemma 2.1 in [13]; see also Lemma 2.13 below), which is shown to
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hold for regular domains with boundary of class C2, and allows us to rewrite the
boundary term as a bulk contribution. The newly obtained problem can be then
treated with the techniques developed in [15] and [16] (see also [1]).

We also mention here that in [6], Bouchitté, Fonseca, and Mascarenhas ob-
tained an integral representation formula for the relaxation in BV of a functional
which comprises a general bulk term and an interfacial energy on a fixed hyper-
surface 3 C Q. The surface densities considered in [6] are nonnegative and satisfy
a certain growth condition, in addition to mild regularity assumptions. Moreover,
these are allowed to take the value +o to include in the theory the treatment of
variational problems with constraints.

To the best of our knowledge, what is missing in the literature is a study of the
relaxation of the functional F (see (1.2)) when the contact energy T is possibly
unbounded from below and fails to satisfy (H2). This issue is addressed in the
present paper. In addition, as illustrated by Modica’s example (E1) and by the
several conditions suggested for the study of capillary surfaces, for the energies we
consider, various local properties of 0Q must also affect the relaxation procedure.
Prior to this work, the interaction of these effects has not been investigated in a
framework where lower semicontinuity fails.

In our main result (see Theorem 1.4), we consider the case where the bound-
ary of the domain Q is almost of class C!, that is, of class C! outside of a closed
subset of 4 N~1 measure zero, and the contact energy T is only Carathéodory (or
even a normal integrand; see Section 5.1). We then obtain an integral representa-
tion formula for the effective energy F, that is, the relaxed functional associated
with F, under the assumption that T satisfies a lower bound which encodes a geo-
metric restriction. This condition can be seen as a natural generalization of that

identified by Giusti in [18].

1.1. Statement of the main result. Let Q be a bounded open subset of RN,
N = 2, with Lipschitz continuous boundary. Furthermore, let o be a positive
constant and T: 3Q X RM — [—o0, ®) a given Carathéodory function, M > 1.
In the following, we assume there are two nonnegative functions ¢, L such that
c € L1(0Q), L is continuous, and

(1.6) T(x,p) = —c(x) - L(x)Ip|
for HN"1-almost every x € 0Q and for all p € RM. We then define
(L.7) F(u):=
. UJQ IVu(x)|dx + Lg'r()c,"Flr1/L()c))dfx’{N*1 ifu e whi(Q;RM),
o0 otherwise in L' (Q; RM).

Here and in the following, we shall use Tr to denote the trace operator on 0Q.
Before we proceed, let us first note that F is well defined, and furthermore that
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F: LY (Q;RM) — (—o0, 0]. Indeed, since the trace space of W!1(Q; RM) can be
identified with L' (9Q; RM), from (1.6) we readily see that

Fu) = LQT(X,Tru(X))d}[N_l

%

“lellieo - 1Ll oo LQ | Tru ()| dHN ! > —co,

However, since we do not prescribe any control on T from above, it is worth
noting that F is not necessarily finite on W1 (Q; RM). To see this, consider for
example T(x, p) := |p|%. Then, F(u) = o for every u € WH1(Q; RM) such that
Tru € L'(0Q; RM) \ L2(0Q; RM).

As previously noted (see (E1) and (E2)), without additional assumptions on
0Q and T, the functional ¥ fails, in general, to be lower semicontinuous with
respect to the strong topology of L!(Q; RM). Thus, we are led to consider the
relaxed functional F: L' (Q; RM) — [—o0, 00], which is classically defined via

(1.8) Fu) = inf{lirrllliogff(un) ‘ Uy — uin LY(Q; RM)}.

The main purpose of this paper is to provide an integral representation for-
mula for F. To this end, consider

(1.9) t(x,p) = inf{T(x,q9) + olp — ql : q € RM},

and observe that if [|L||1~30) < 0 then (1.9) defines a Carathéodory function on
0Q x RM which also satisfies the lower bound (1.6). Furthermore, notice that for
HN-1almost every x € 9Q, the function T(x,-): RM — R coincides with the
so-called o-Yosida transform of T(x;, -), and corresponds therefore to the greatest
o -Lipschitz function below T(x;, -). Thus, we define

(1.10)

0|Du|(Q)+J T Tru(e))dHNY  ifu e BV(Q; RM),
Hu) = 0
00 otherwise in L' (Q; RM).

Before we state our main result, we give two definitions. The first is that of
ith boundary al f class C! it with the definition i
an open set with boundary almost of class C! (compare it with the definition in

Section 9.3 of [22]).

Definition 1.1. Let Q be an open subset of RN. We say that 0Q is almost of
class C' if it is Lipschitz continuous and there exists a closed set S € 9Q such that

HN-I(S) =0,

and with the property that for every z € 0Q \ S there exist R > 0, i € {1,...,N},
and a function f: RVN~! — R of class C! such that either

QNB(z,R) ={x €B(z,R) : x; > f(x})}
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or
QnB(z,R) ={x €B(z,R) : xi < f(x))},

where x] is the point of RN™! obtained by removing the i-th entry, namely x;,
from x.

Remark 1.2. Note that the class of open sets given in Definition 1.1 includes
all Lipschitz domains with boundary piecewise of class C!. Indeed, this subclass
corresponds to the case where the singular set S satisfies H N 72(S) < co.

Next, we introduce the object that encodes the influence of the geometry of
Q (see Definition 1 in [3]; see also [18]).

Definition 1.3. Let Q be an open subset of RN with Lipschitz continuous
boundary. For x € 0Q, we define

1

- N-1 .
IDIFI(Q) Joo ECI AT

doa(x) = plijg SUP{

ECB(x,p), £NE) >0, [D1£](Q) < oo},

where 1¢ denotes the characteristic function of the set E.

Our main result reads as follows.

Theorem 1.4. Let Q be an open bounded subset of RN with Lipschitz continuous
boundary. Given a non-negative function ¢ € L'(0Q), o > 0, and a continuous
function L: 3Q — [0, ) such that ||L|| 1~y < 0, let T: 0Q X RM — [—00, 00) be
a Carathéodory function as in (1.6). Moreover, let T, F, and H be given as in (1.7),
(1.8), and (1.10), respectively. Assume furthermore that

(1.11) F@) < oo

for some . € WHL(Q; RM). Then, the following statements hold:

(i) IfoQ is of class CVY, then F(u) = H (w) for all u € BV(Q; RM).
(i) If0oQ is almost of class C' and there exists €y > 0 such that

(1.12) L(x)qaa(x) < (1 -2&)0

holds for all x € 0Q, then F(u) = H () for all w € L' (Q; RM).

Remark 1.5. In Section 5.1 we present an important extension of Theo-
rem 1.4 that allows us to consider surface densities T which are not necessarily
continuous in the second variable. To be precise, under a mild integrability condi-
tion, we prove a representation formula for the relaxation in BV of the functional
F when T is a Borel function which is only upper semicontinuous as a function
of the variable p.
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1.2. Discussion of the assumptions and additional remarks. Let us now
comment on the main assumptions in Theorem 1.4. We begin by observing that
the local behavior of 0Q enters the relaxation procedure through condition (1.12).
This in turn can be understood as a restriction on L, and therefore (see (1.6)) on
the class of surface densities for which the representation formula

F=H

holds. It is important to notice, however, that the geometry of the set has no effect
on the regularization parameter in the Yosida transform T (see (1.9)).

Additionally, we note that condition (1.12) is required in order to apply the
weighted trace inequality

J SO Tru(x) | dHNT < (1 - &)|Dul(Q) +CJ lu(x)| dx,
20 o

which holds for every u € BV(Q;RM) provided that, for € > 0, the function
$:0Q — [0, ) is continuous and satisfies

(1.13) s(X)qaa(x) <1 - 2e.

Here, C is a positive constant which only depends on Q, ¢, and 5. Compare,
indeed, (1.12) with (1.13). This trace inequality was first obtained by Giusti
(see Lemma 1.2 in [18]; see also Lemma 2.11 below), and constitutes one of the
key tools in our proof of the liminf inequality. It is worth noting also that for
domains with boundary of class C!'! we use a sharper version of this inequality
(see Theorem 2.14) which, roughly speaking, allows us to take €y = 0 in (1.12).
We refer to Remark 2.15 for more details.

Next, we observe that the lower bound (1.6), together with the assumption
that || L|lz~q) < 0, is in some sense optimal in order to have a nontrivial result.
Indeed, assume that T: 0Q x RM — R is a Carathéodory function such that

f:ssinfliminfM —
x€dQ Ipl-  |P|

Then, as one can readily check, for each u € L'(Q;RM) it is possible to find a
sequence {Un}nen of functions in WH1(Q; RM) with u, — u in L' (Q; RM) and
such that F(uy) — —oo. In particular, this implies that F = —oo.

It is interesting to observe that in general there is no compactness for energy
bounded sequences. Indeed, if for instance T is bounded from above, the sequence
given by functions of the form u, = n, for n € N, has uniformly bounded energy,
but no convergent subsequence. A more critical loss of compactness in BV occurs
if the inequality ||Lll1~2q) < o fails to be strict. To see this, ix N = M = 1,
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o = 1, and consider Q := (0,1) and T(x, p) := p. Forn € N, let u,, be defined
via

logx forx e (l, 1) ,
n
logl for x € (O, l) .
n n

Then, u, € WH1(0,1), and by means of a direct computation we see that

1
Fluy) = Jo luy, (x) ] dx + un (1) + un(0) = 0.

In particular, since u,, — log in L1(0,1), this shows that F can be finite even
for functions in L1(0, 1) \ BV(0, 1). For this reason, in the case of domains with
boundary of class C!'!, we only provide an integral representation in BV(Q; RM),
We comment, however, that condition (1.12) allows us to obtain a uniform bound
on the gradients of energy bounded sequences. This is achieved in Lemma 3.3 and
prevents the situation described above from happening. Hence, in this case we can
show that the representation formula F = #{ holds in L' (Q; RM).

Finally, it is natural to ask whether a similar analysis can be carried out for
general Lipschitz domains. We plan to address this question in a forthcoming
paper. A partial result in this direction, which requires a rather stringent (but
classical) condition on the contact energy T, is presented in Proposition 5.3. We
refer to Remark 5.4 for more details.

1.3. Plan of the paper. The paper is organized as follows. In Section 2
we introduce the relevant notation and present a series of useful technical results
that will be needed throughout the paper. Particularly important for our purposes
are the sharp trace inequalities presented in Section 2.2. We mention here The-
orem 2.14 and Lemma 2.11, which will be used in Section 3 to prove the liminf
inequality in the case of domains with boundary of class C''! and almost of class
C!, respectively. Section 4 is entirely devoted to the proof of the limsup inequal-
ity. Finally, in Section 5 we prove two variants of Theorem 1.4. In Section 5.1 we
show that, under very mild additional integrability assumptions, the techniques
presented can be adapted to include surface densities T which are not necessarily
continuous in the second variable. In Section 5.2 we discuss the possibility of
extending our analysis to general Lipschitz domains. To be more precise, we show
that the relaxed energy “F is a lower semicontinuous extension of F in BV (Q; RM)
by assuming a rather stringent Lipschitz condition on the function 7.

2. PRELIMINARY RESULTS

The purpose of this section is to collect some of the definitions, tools, and techni-
cal results that will be used throughout the paper, as well as to introduce most of
the relevant notation.
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2.1. Functions of bounded variation. We begin by recalling basic defini-
tions and properties of functions of bounded variation. A detailed treatment of
these topics can be found, for example, in the monographs [2], [10], and [19].

Definition 2.1. Let u € L'(Q; RM). We say that u is of bounded variation
in Q if its distributional derivative Du is a finite matrix-valued Radon measure on
Q, that is, if

IDu ()

M
= sup{ > L) u'(x) (dive)'(x) dx : @ € CX(QRM™N), [@(x)] < 1} < oo,
i=1

We write BV(Q; RM) to denote the vector space of functions of bounded variation
in Q.

We recall below the definition of strict convergence in BV(Q; RM). Used in
conjunction with a smoothing argument, this notion of convergence will prove
useful throughout the rest of the paper to infer the counterpart in BV(Q; RM) to
several identities for Sobolev functions.

Definition 2.2. Let u € BV(Q;RM). A sequence {un}nen C BV(Q;RM)
converges strictly in BV(Q; RM) to u if u, — u in L' (Q; RM) and [Duy, [(Q) —

Theorem 2.3. Let Q be a bounded open subset of RN with Lipschitz continuous
boundary. Then, there exists a continuous linear operator

Tr: BV(Q; RM) — L1(3Q; RM)

with the following properties:
(i) Tru =u on 0Q for all u € BV(Q;RM) n C(Q; RM),
(i) Forallu € BV(Q; RM) and o € COL(RN;RN),

J ((p(x)-vag(x))Tru(x)d}[N*I=J @(x)- dDu(x)+J div (x)u(x) dx,
20 Q Q

where Vyq denotes the outer unit normal vector to 0Q).
The next result is a slight refinement of a well-known theorem by Gagliardo
(see [17]) concerning the surjectivity of the trace operator.

Theorem 2.4. Let Q be a bounded open subset of RN with Lipschitz continuous
boundary. Then, for every € > 0 there exists a constant C > 0 such that for every
g € LY (0 RM) we can find a function w € WH(Q; RM) having trace g on 0Q
and such that

J [w ()| dx < ej g ()| dHN1,
Q oQ
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J [Vw (x)|dx < CJ lg ()| dHNT,
Q 20

Moreover, if in addition 0 is either of class C', or almost of class C' (in the sense of
Definition 1.1), we can take C = 1 + €.

As also previously explained in [19] (see Theorem 2.16 and Remark 2.17),
Theorem 2.4 can be obtained by first constructing an explicit extension of the
boundary value g in the special case where 0Q is a hyperplane, and conclude
in the general case by standard localization and flattening arguments based on a
suitably defined partition of unity. While the assertions of Theorem 2.4 are well
known to all specialists in the field, to the best of our knowledge a proof of this
extension theorem in the present setting is not available in the literature. Since this
result is pivotal to our construction of a recovery sequence, such proof is included
here for completeness. Following the strategy outlined above, we will make use of
the following result, for a proof of which we refer the reader to Proposition 2.15
in [19].

Proposition 2.5. Let By—1(0', R) denote the ball of radius R centered at the ori-
gin of[RN’l, and let g be a function in L' (Bn-1(0", R); RM)Y with compact support.
For every € > 0 there exists a function

w € W (By_1(0’,R) x (0,R); RM)

with trace g on Bny_1(0",R) and such that

lw(x)|dx < eJ

g ()| dHNT,
Bn-1(0",R)

JBNfl (0",R)x(0,R)

|Vw(x)|dxs(1+e)J g ()| dHNT,
) B )

JBN,I(O',R)x(o,R N-1(0",R

Before we proceed with the proof of Theorem 2.4, let us mention that here
and in the following, given a set E C RN and a finite collection of open sets {U;}ic;
such that E C Ujer Ui, we say that the family of functions {(;}ics is a partition
of unity on E subordinated to the covering {Ui}ic; if @i € CL(U; [0, 11) for each
i € I, and furthermore

Z Yi(x) =1 foreachx €E.
iel
Proof of Theorem 2.4. We divide the proof into several steps.

Step 1. Assume first that 8Q is of class C!. Then, for every z € 0Q we can
find an open set U, z € Uy, a rigid motion @, : R¥ — RY, and a function
fz: RN~ = R of class C! with

(2.1) f2(0) =0, Vfz(0) =0
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such that
P (QNnUz) =1y = (Y1) € P(Uz) : ¥ €Uz and t > f2(y")},
where U, ¢ RN™! is an open neighborhood of 0". Moreover, let ¥.: RY — RN be

defined via ¥, (', t) :== (y',t — f2(¥")), and set ®,(x) := ¥, (@, (x)). Notice
that ®,: RN — RN is Lipschitz continuous, one to one, and that

|det VP, (x)| =1 forevery x € RN,

Let p > 0 be given and let R, > 0 be such that

(2.2) max{|V fz(¥)|:y" € By-1(0",R2)} < p,

and
q)gl(BN—l(O,;Rz) X (_R21RZ)) - Uz-

As 9Q) is compact, we can find z1,.. ., zk € 9Q with the property 0Q C Ulle Vi,
where

V= q);il (Bn-1(0",R,i) X (=R,i,R,i)).
To keep the notation as simple as possible, throughout the rest of the proof we
set ®; = @i, fi := f,i, and use a similar convention whenever applicable. Let

{Wi}i<k be a partition of unity on 0Q subordinated to the covering {V;};<k. Fur-
thermore, let g; := @;g and set

(2.3) vi(y) = gi(@; (', 0)).

Then, v; € L'(By-1(0",R;); RM) and has compact support. Thus, we are in a
position to apply Proposition 2.5 for n > 0, chosen in such a way that

(2.4) max{|| Villp» vy : 1 < kin'/? < 1.
To be precise, for every i € {1,...,k}, we can find

w; € WHH(Bn-1(0',R;) X (0,R;); RM)

such that
2.5) j wi(a)] dq < nj vi ()| dHN,
Bn-1(0",R;)*x(0,R;) Bn-1(0',R;)
2.6) j Vwi(@)|dq = (1 + n)j vi (') dFHN
Bn-1(0",R;)*(0,R;) Bn-1(0",R;)
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Finally, set
k
w(x) = > Pix)wi(®i(x)).
i=1

The remainder of this step is dedicated to proving that w has all the desired prop-
erties. Indeed, as one can readily check, Trw = g on 0Q. Moreover, the change
of variables ®;(x) = q, together with (2.3) and (2.5), yields

2.7) j|w(x)|dx<zj @)l dg

Bn-1(0',R;)

k
i ’ N-1
<X n il

i= N-1(0",R;)
k
<>n J i (¥ )1 + 1V fi(y")[2dHN!
i=1 Bn-1(0",R;)
J 19 ()| dFHNL.

For x € Q NV, let Wi(x) = w;i(®i(x)). We claim that for £N-almost every
x € QN V; we have

(2.8) IVWi(x)] < Cpl Vwi(Pi(x))],
where
(2.9) Cp=A1+(N-1p+(N-1)p

Since ®; := ¥; o @;, where @; is a fixed rigid motion, it is enough to show that
IVwi(¥)| < Cp | Vw; (¥i ()|

for £N-almost every v € @i(Q N Vi), where w;i(y) = wi(¥i(y)). To see
this, we begin by observing that for all j € {1,...,N} and for £N-almost every
Y € @i(QnVy),

0w, N dw; oyn
=> Y(y))5—
ayj(y) 2 3 n( ()3 (y)

Moreover, as one can readily check, the expression above can be rewritten as

o a““( ¥(y >>—a““<\1'( >>afl(y> fi<N-1,
wi( ) = a
oy;j Y awl

(‘I’( )) if j = N.
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Thus, by Young’s inequality and (2.2), forall j € {1,...,N — 1} and £N-almost
every v € @i(Q N V;), we have that

2 2 2
% ow; afi ’ awl
'ayj(y)' ‘ -(Y(») | + 3 j(y) (‘I’( )
‘2 ' Wi w () afl o )a“’l (\P(y))'
2 2
<(1+p) +(p +p?) (‘I’( N,
and therefore, we obtain
SNMow P & awi, |”
Vw,; 2 habadi 3 hthadi 3
IV (v)] leg ayj(y) +i=21 ayN(y)

2
+(p +p) —an( ()

1
N N-1 aw
<> [(1 +p) ' ‘(‘I’(y))

|

N aw
:Z (1+p) l(w )

2
+ Z(1+(N—1>p+(N—1>p) o

(‘I’( )

<(1+ (N— Dp+(N-1p )Ile(‘I’(y))lz.

This concludes the proof of (2.8). Since
k
@10 [ Vwlds Y [ 1vgieo] wieeo) dx
Q = Jany;
k
+ X[ weorewinax,

i=1 QnV;

reasoning as in (2.7) and thanks to our choice of n (see (2.4)), we deduce that

k
2.11) ZIJQV Vi ()] [wi (®(x)) | dx
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k
< max V90 o= Y [ Twi (@) ] dx

< nmax | V9 ()l i) LQ 19 ()| dFH N1

<2 | 1gGolas .

Moreover, it follows from (2.8) that
k
(2.12) > I vwion ax
i=1 QNV;
k
<G, Z LW |Vw; (®(x))] dx

<C J Vw; d
pz B0 R (0.8 IVwi(q)|dq

<cp(1+n)zj RCOIEE
<Cy(1+n) Jasz lg ()| dHN,

where in the second-to-last inequality we have used (2.6). Combining (2.10),
(2.11), and (2.12) yields

(2.13) LZ IVw (x)|dx < (2 + C,(1 + 1)) LQ lg ()| dHN,

Finally, given € > 0, from (2.7) and (2.13), we deduce that to conclude, it is
enough to choose p and n in such a way thatn < eand n'2+ Cp(1+n) <1 +¢
(see (2.9) for the definition of C,).

Step 2. 1f 0Q) is Lipschitz continuous, the proof requires only minimal changes.
Indeed, observe that since Q) is bounded, there exists a constant Ly > 0 such that
for every z € 0Q we can find a set of local coordinates and a Lipschitz continuous
function f, with Lip f> < Laq such that 0Q coincides with the graph of f; in
the new coordinate system. To be precise, it suffices to proceed as in the previous
step, with the exception that we do not require that V f,(0") = 0" in (2.1), and by
selecting a rigid motion @ in such a way that

IV £zl By (07,R):RN-1) < Laq.

This estimate is then used in place of (2.2).



212 RICCARDO CRISTOFERI ¢ GIOVANNI GRAVINA

Step 3. Suppose now that 9Q is almost of class C! and let S be as in Definition
1.1. Given € > 0, let y be a positive constant, which we choose later. Reasoning as
in the proof of Theorem 9.6 in [22], we can find a countable subset of S, namely
{Znltnen C S, such that

SCBy:= U B(zyn, yn),

neN

where each of the yy, is chosen in such a way that (up to a rotation) 0Q coincides
with the graph of a Lipschitz function fy in B(zy, yn) with Lip f < Lo, and
furthermore

(2.14) > oy <.

neN

On the other hand, for every z € 0Q \ S we can find ®,, f>, and R; as in Szep 1,
in such a way that (2.2) holds with p = €/2. Notice that

aQCByU U ¢;1(BN71(0/’R2) X(_R21RZ))'
FASIOW

Thus, extracting a finite subcover of 0Q and arguing as in the previous steps, we
can find a function wy, with trace g on 0Q such that

J Iwy(x)ldxssj lg(x)| dHN!
0 20
and

JQ VW, (x) | dx < (1 4 %) LQ 1g ()| dHN1 ¢ CLmy 19(0) | AH N1,

Notice that the constant C, given as in the previous step, depends only on 0Q
through Lyg, and in particular is independent of y. To conclude, it is enough to
notice that since HV"1(0Q N By) — 0as y — 0 (see (2.14)),

CJ |g<x>|d5{N-1sfj 19(x) | dHN !
3QNBy 2 Jan

for all y sufficiently small. This concludes the proof. o

Next, we recall two approximation results.

Lemma 2.6. Let Q be a bounded open subset of RN with Lipschitz continuous
boundary. Then, for every w € BV(Q;RM), there exists a sequence {un}nen of
functions in WH(Q; RM) N C(Q; RM) such that Truy — Tru in L1 (0Q; RM) and
Un — U strictly in BV (Qy RM),
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Lemma 2.7. Let Q) be a bounded open subset of RN with Lipschitz continuous
boundary. Then, for every u € BV (Q; RM) there exists a sequence {un}nen of func-
tions in W (Q; RM) such that Trun = Tru and wy — U strictly in BV (Q; RM).

For a proof of Lemma 2.6 we refer to Remark 3.22 and Theorem 3.88 in [2];
Lemma 2.7 corresponds to Lemma 2.5 in [5].

The following result is due to Bouchitté, Fonseca, and Mascarenhas (for more,
see Lemma 2.1 in [6]), and is of key importance in our construction of a recovery
sequence. We report here the proof for the reader’s convenience.

Lemma 2.8. Let Q) be a bounded open subset of RN and assume that 0 is almost
of class C. Then, for every u € BV(Q; RM) and every p € L1 (0Q; RM), there exists
a sequence {Un}nen of functions in WH(Q; RM) such that Trun = p, un — u in
LY (s RM), and

lim sup 5 [Vu,(x)|dx < |[Dul(Q) + LQ lp(x) —Tru(x)|dHN,

n—oo

Proof. Set g := p —Tru. Then, by Theorem 2.4, for every n € N we can find
a function wy, € WH1(Q; RM) such that Trw,, = g, and furthermore,

[ twntertax < - [ lgolase,
Q n Joa
J IVwy, (x)|dx < (1 + l) J lg () dHNT,
Q n/ Jaa
Moreover, Lemma 2.7 gives the existence of a sequence
{(Untnen € WEHHQ;RM)  with Trv, = Tru

and such that v, — u strictly in BV(Q; RM). Set uy, := vy, + wy. Then, we have
that u, € WH1(Q; RM), Tru, = p, and furthermore,

limsupj IVun(x)IdX$limsupJ [Vun(x)|dx + limsup | [Vwy(x)]dx
Q Q Q

Nn—oo Nn—oo n—oo

< |Dul(Q) + L} lp(x) — Tru(x)|dHN1,

Similarly, one can show that u,, — u in L'(Q; RM); thus, the sequence {1y} nen
has all the desired properties. O

2.2, Sharp trace inequalities. In this subsection we record some funda-
mental results concerning the attainability of a trace inequality of the form

(2.15) LQ | Tru(x) | dHN"! < Q|Dul(Q) + CL2 lu(x)| dx,
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where Q and C are positive constants, independent of u. Furthermore, we discuss
the existence of an optimal constant Q, denoted below by Qsq, and report its
explicit value for certain geometries. A refined version of inequality (2.15), where
the local geometry of the set Q is taken into consideration, is also presented below
(see Lemma 2.11).

In the classical paper [3], Anzellotti and Giaquinta identified necessary and
sufficient conditions that characterize the class of sets for which the trace operator
is well defined and continuous with respect to strict convergence in BV. Roughly
speaking, the sets which satisfy these conditions are the ones for which an inequal-
ity of the form (2.15) holds. Before we state their precise results, we comment
that the definition of g5 (see Definition 1.3) can be readily extended to include
the case where Q is a Caccioppoli set. Moreover, throughout the following we let

(2.16) Qaq = supi{qan(x) : x € 0Q}.

The following theorem gives a precise connection between the constant Q3 and
the trace inequality (2.15). (For a proof, see Theorem 4 and Theorem 5 in [3].)

Theorem 2.9. Let Q) be an open subset of RN with HN-1(0Q) < oo and with
Qaq < 0. Then, for every € > 0 there exists C(Q, €) > 0 such that

(2.17) LFQ | Tru(x)| dHN"! < (Qaq + €)IDUl(Q) + C(Q, &) L} lu(x)| dx

for allu € BV(Q;RM). Here, FQ denotes the reduced boundary of Q. Moreover, if
in addition Q is bounded and satisfies |\D1g | (RN) = HN-1(0Q), then an inequality
of the form (2.15) holds true if and only if Qaq < 0. In particular, Qaq is the
infimum among all the constants Q for which there exists C with the property that a
bound of the form (2.15) holds for every u € BV(Q; RM).

Remark 2.10. Note that, roughly speaking, the value of gaq(x) quantifies
the best way to locally encapsulate 0Q with a set E in a neighborhood of x. The
function qaq, and consequently the constant Qaq, can be computed explicitly (or
at least estimated) in several cases of interest. We record some of these computa-
tions below:

(i) If9Q is of class C! in a neighborhood of x then gan(x) = 1 (see Propo-

sition 1.4 in [18]).
(ii) Let N = 2 and assume that

Q= {(x1,x2) : x2 > ¥]x1}.
Then (see at the end of Section 1 in [18]),

V1I+82 if€ >0,

an(O):{l if £ <0.
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U v

FIGURE 2.1. An example of two domains with the same Lips-
chitz constant, but different trace embedding constant. Indeed,

Qou = 1and Qav = V2.

In particular, it is interesting to notice that Qaq can be strictly smaller
than the Lipschitz constant of the domain (see Figure 2.1).

(iii) If Q is an open subset of RN with uniformly Lipschitz continuous bound-
ary, then we have Q30 < o (see, e.g., Theorem 18.22 in [21]).

The following lemma is due to Giusti (see Lemma 1.2 in [18]).

Lemma 2.11. Let Q) be a bounded open subset of RN with Lipschitz continuous
boundary. For every € > 0 and every continuous function s: 0Q — [0, o) such that

(2.18) s(x)qaq(x) <1-2¢

Jor all x € 0Q, there exists a constant C(Q, &,5) > 0 with the property that for all
u € BV(Q; RM) we have

Lgs(x)lTru(x)l dHNT < (1 =) |Dul(Q) + C(Q, ¢, s) Lz [u(x)|dx.

Proof Fix 6 > 0 such that

(2.19) S(IsliL=20) + Qaq) + 6% < &.

By the definition of gaq (see Definition 1.3), for each z € 0Q we can find R, > 0
such that for every E C B(z,R;),

(2.20) LQ Tr1p(x) dHN ! < (@50(2) + 8)[D1£](Q).

Moreover, since by assumption s is continuous, by eventually replacing R, with a
smaller number we can assume that s(x) < s(z) + 6 forall x € B(z,R;). Assume
first that

u e WhH(Q; RM) n C(Q; RM)



216 RICCARDO CRISTOFERI ¢ GIOVANNI GRAVINA

and that its support is contained in the ball B(z,R;). Then, by the layer cake
formula, (2.20), and the coarea formula we get

(2.21) LQ lu(x)| dHNT = J: HNT({x €0Q: lulx)| > t})dt
= JO J’agl{\Tru|>t}(x)d5{N71dt
< (@o0(2) + ) jo ID1{juon | (Q) dt
— (@s0(2) + 6) JO HN((x € Q: Ju(x)| = t}) dt

- (@e0(2) +8) | 1900 dx,
therefore, combining (2.18), (2.19), and (2.21) we arrive at

(2.22) Lgs(x)lu(x)l dHN < (s(2) + 0)(qaa(z) +96) JQ [Vu(x)|dx

<(l-¢) L) [Vu(x)|dx.

To remove the assumption that the support of u is contained in B(z,R;), we
consider the collection of sets {B(z,R;)},co0 and extract a finite cover of 0(),
namely, {Bi}i<k. Let {@i}i<k be a partition of unity on 0Q subordinated to
{Bi}i<k. We can then apply (2.22) to each u; := uy; and conclude as in the
proof of Theorem 2.4. The estimate for a general function u € BV((; RM) is a
direct consequence of Lemma 2.6. O

In view of Remark 2.10 (i), if 0Q is of class C! we may then take Q30 = 1.
This result appears also in a more recent paper by Motron (see Theorem 2.7 in
[26]), where it is derived from the following local version of (2.17). As a note to
the reader, we believe it is important to mention that the cited result is stated for
a domain Q that is bounded and piecewise of class C'. However, this is not true in
general as shown by (a suitable modification of) Modicas example in the square
(see Remark 1.3 in [25]; see also (E1)).

Proposition 2.12. Suppose
U= {x = (x',xn) 1 xn > f(x)},

where f: RN™1 — R is of class C'. Then, for every u € BV(U; RM) we have

Ja I Tru() | dHN ! <31+ [Vl IDul(U).
U
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The next lemma can be regarded as a Gauss-Green formula for vector-valued
BV functions in a regular domain with boundary of class C"! (compare it with
Theorem 2.3; see also Lemma 2.1 in [13]).

Lemma 2.13. Let Q be a bounded open subset of RN and assume that 0Q is of
class C1'Y. Then, there exists € COH(RN; RN) with | (x)| < 1 in Q such that for
any u € BV(Qy RM),

J Tru(x)dHN! :J @(x) - dDu(x) +J dive (x)u(x) dx.
0 Q Q

Proof- By Theorem 5.7 in [8], it follows that the normal vector field to 0Q
admits an extension, namely @, that is of class C%! in a neighborhood of 00,
where it also satisfies |@(x)| < 1.

The desired result follows by an application of Theorem 2.3 with @ = n@,
where 1 is an opportunely defined cut-off function. O

The following is a direct consequence of Lemma 2.13.

Theorem 2.14. Let Q) be a bounded open subset of RN and assume that 0Q is of
class CYL. Then, there exists a constant C(Q) > 0 such that

J | Tru(x)| dHN! sIDuI(Q)+C(Q)J lu(x)| dx
0Q Q

holds for every u € BV(Q; RM).

Proof. Let u € WLLQ; RM) N C(Q; RM) and set v(x) := |u(x)|. Then,
v e WH(Q) n C(Q) and by Lemma 2.13 (applied to the scalar-valued function
V), we obtain

[ lu(x) | dHN! = J v(x)dHN!
0 1)
= J @(x) - Vv(x)dx + J divp(x)v(x)dx
Q Q
< JQ IV (x)]dx + I div @Iz~ &) J;) lu(x)|dx
< JQ IVu(x)|dx + | divll L~ g&n) Lz | (x)| dx.
This shows that the desired inequality holds for every
u e Whi(; RM) n C(Q; RM).

The estimate in the general case follows from an application of Lemma 2.6. O
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Remark 2.15. The proof of the liminf inequality, as presented in the next sec-
tion, relies heavily on the trace inequalities provided by Lemma 2.11 and Propo-
sition 2.12 for the case of almost C! domains (see Proposition 3.2), and Theo-
rem 2.14 for domains with boundary of class C!:! (see Proposition 3.1).

It is worth noting that while Qaq = 1 even when 0Q is only of class C1,
Theorem 2.14 shows that, with some additional regularity on 0€, it is possible to
choose the constant C(Q, €) in Theorem 2.9 in such a way that

limsup C(Q, €) < co.

e—-0*

This discrepancy is reflected in the assumptions of Theorem 1.4. Indeed, for
domains with boundary of class C!"! we only require that ||L||1~3q) < o, while
for domains of class C! (or C1* with & € (0, 1)), condition (1.12) is equivalent
to [[Lll~0) < O.

2.3. Carathéodory integrands and Scorza Dragoni’s property. The pur-
pose of this subsection is to specify the class of surface energy densities T that we
consider in the core sections of this paper. We begin by recalling the notion of
Carathéodory integrand.

Definition 2.16. Let Q be a bounded open subset of RN with Lipschitz con-
tinuous boundary, and let T: 9QXRM — [—o0, o). We say that T is Carathéodory
if the following hold:

(i) For HN-1-almost every x € 9Q, the function T(x, -) is continuous.

(ii) For every p € RM, the function T (-, p) is measurable.

Notice that since 9Q coincides locally with the graph of a Lipschitz function,
this notion can be reconducted to that given, for example, in [14]. In addition to
several of the tools that were introduced above, our proof of the limsup inequality
will also make use of the following version of Scorza Dragoni’s theorem.

Theorem 2.17. Let Q be a bounded open subset of RN with Lipschitz continuous
boundary, and let T: 0Q x RM — [—o00,00) be a Carathéodory function. Then,
for every € > O there exists a compact subset of 0Q, namely Ce, such that we have
HN"VOQN\ Ce) < €, and with the property that the restriction of T to Ce X RM is
continuous.

3. LIMINF INEQUALITY

This section is dedicated to the proof of the liminf inequality. We begin by ad-
dressing the case of a regular domain with boundary of class C'!. Our proof is
reminiscent of the work of Modica [25].

Proposition 3.1. Let Q be a bounded open subset of RN with boundary of class
Cll. Given a nonnegative function ¢ € LY(3Q), o > 0, and a continuous Sfunc-
tion L: 0Q — [0, ) such that ||L|l~@pq) < 0, let T: 0Q x RM — [—c0,00) be
a Carathéodory function as in (1.6). Furthermore, let F and H be defined as in
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(1.7) and (1.10), respectively. Then, for every u € BV(Q; RM) and every sequence
{un}tnen of functions in WH(Q; RM) such that wyn — w in LN (Q;RM), we have
thatliﬁrliogff(un) > H(u).

Proof. Eventually extracting a subsequence (which we do not relabel), we can
assume without loss of generality that

liminf F (un) = lim F(un) < oo.

Then, by recalling the definition of T (see (1.9)), we deduce that
LQ T(x, Trun(x)) — T(x, Tru(x)) dHN1
> —UL | Trug, (x) = Tru(x) | dHNT,
Q

and we therefore obtain

Fun) — 3 (u)

= 0 |Du,|(Q) — o|Du|(Q) + LQ T, Trun(x)) — T(x, Tru(x)) dHN1

> U(IDunI(Q) — IDU|(Q) — LQ | Truq, (x) = Tru(x)] d}[N‘1>.
In turn, to prove the desired inequality it is enough to show that
(3.1) liﬁxlio?fgn >0,
where
6D Goi= IDUAI©@) - IDUIQ) - [ 1 Trun(x) = Trux) | dsf¥ .
To this end, for each y > 0 we let Q, := {x € Q: dist(x,0Q) > y} and we select
an open set Uy with boundary of class C!»! such that Q, c U, C Q,/,. Finally, let

Vy := Q\ Uy. Then, 9Q C 8V, and 0V}, is of class C1!. Therefore, an application
of Theorem 2.14 yields

LQ | Trn () — Tra ()| dHN-1
< J | Tru, (x) = Tru(x)| dHN!
vy

< ID(un — w)|(Vy) + C(Vy) jv 1 () — ()] dx.
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Consequently, we get

(3.3) Gn = [Duy[(Q) = [Du[(Q) — [D(uy —u)[(Vy)

—cwy) JV 1 () — ()] dx,

and we furthermore notice that

(3.4) Tn = [Duyn|(Q) — [DUl(Q) — [D(uy —u)|[(Vy)
= [Dunl(Q\Vy) — [Dul(Q\Vy) + [Du,|(Vy)
— [Dul(Vy n Q)ID(uy — u)|(Vy)
> [Dunl(Q\ Vy) — [Dul(Q\ V) - 2Dul(Vy n Q).

Thus, combining (3.3) and (3.4) with the fact that uy, — u in L' (Q; RM) yields
(3.5) 1i}31%,£1f§n Zlierrlglf’]n > =2|Dul(Vy N Q),

where in the last step we have used the lower semicontinuity of the total variation
with respect to convergence in L' (Q \ Vy; RM). Finally, since u € BV(Q; RM),
letting y — 0 in (3.5) we arrive at (3.1). This concludes the proof. O

The remainder of this section is devoted to showing that, under a more strin-
gent assumption on the function L in the lower bound for T (see (1.6)), the liminf
inequality continues to hold also for domains Q whose boundaries are either of
class C! or almost of class C!.

Proposition 3.2. Let Q be a bounded open subset of RN and assume Q2 is almost
of class C'. Given a nonnegative function ¢ € L'(0Q), o > 0, and a continuous
function L: 0Q — [0, 00) such that |L|1~@p0) < O, let T: 0Q X RM — [—00, 0)
be a Carathéodory function as in (1.6). Let F and H be defined as in (1.7) and
(1.10), respectively. Furthermore, assume there exist . € WH1(Q; RM) as in (1.11)
and &y > 0 such that for all x € 0Q,

L(x)qaa(x) < (1 - 2&)0,
where Qo is given as in Definition 1.3. Then, for every u € L' (Q; RM) and every
sequence {Un}nen of functions in WH1(Q; RM) such that wn — w in L' (Q;RM),
we have that

liﬁriigff(un) = H(u).

We begin by proving two preliminary lemmas.
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Lemma 3.3. By the assumptions of Proposition 3.2, let {Un}nen be a sequence
of functions in C W (Q; RM) such that uy — w in L' (Q; RM) and

liyflfiiilff(”") < oo.

Then, uw € BV(Q;RM) and {un}nen admits a subsequence, namely {Un,}ren,
which is bounded in WH (Q; RM).  In particular, wn, converges to w weakly-* in
BV (Q; RM).

Proof. Eventually extracting a subsequence (which we do not relabel), we can
assume that

Notice that by Lemma 2.11 we have

(3.6) LQL(X)ITrun(;‘c)Id.’}-[]"‘1 <(1- EO)O'JQ VU, (x)|dx

+ O'C(Q,E(),L/O’)J Uy, (x)] dx.
Q
Consequently, using (1.6) and (3.6) we see that for every n sufficiently large,

K+1= F(un) = O’J [V, (x)]dx + L T(x, Trup(x)) dHN!
Q Q
> o[ |V ()| dx — llellzaa) — [ L0 Trun ()| dAH N
Q 20Q

> 0& JQ [Vuy (x)dx - llclipeo) — 0C(Q, &,L/0) L} lun(x)]dx.
Since Uy, — u in L' (Q; RM), we readily deduce that for some 71 € N,

sup{J IVun(x)Idx:nzﬁ} < o0,
Q

Hence, {ttn}n>n is bounded in W1 (Q; RM). The rest of the proof follows by
standard arguments (see, e.g., Proposition 3.13 in [2]). O

Lemma 3.4. Let Q) be a bounded open subset of RN with Lipschitz continuous
boundary. Given a nonnegative function ¢ € L'(0Q), o > 0, and a continuous
function L: 0Q — [0, o) such that |Ll~@0) < 0, let T: 0Q X RM — [—00, 00) be
a Carathéodory function as in (1.6). Let F and H be defined as in (1.7) and (1.10),
respectively. Furthermore, assume there exists i € WH1(Q; RM) such that F (1) < oo.
Then, we have the following:

i) (-, Tra(-)) € L'(0Q).
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(i) T(-,v(+)) € LY(0Q) for all v € L' (0 RM) and in particular H (u) is
finite for allu € BV (Q; RM).

Proof- Denote with T and T~ the positive and the negative part of T, respec-
tively, so that

T(x,p) =77 (x,p) - T (x,p),
IT(x,p)l =15 (x,p) + T (x,p).

Then, it follows from (1.6) that T~ (-, v(:)) € L}(0Q) for all v € L1 (0Q; RM),
and moreover, recalling that by assumption F (i) < oo, we have

0 > J T(x, Trit(x)) dHN!
20
= L T (x, Trit(x)) — 7 (x, Trit(x)) dHN!
Q
> J T 00, Tein(x)) dHNY — el ea) — O'J | Trit(x)| dHNT,
2Q 20

Since this shows that T+ (-, Trii(-)) € L' (3Q), statement (i) readily follows.
On the other hand, since

IT(x,p)| < max{c(x) + olpl,|T(x,p)|}

for H{N-1-almost every x € 0Q and for all p € RM, we thus obtain that also
(-, Trit(-)) € L1(0Q). Therefore, for all v € L' (0Q; RM), we have that

(3.7) LQ|+<x,v(x>>|ow{N*1
< LQ [T (x,v(x)) — T, Trit(x))] + |T(x, Trit(x))| dHN!
< Lgolv(x) —Trin(x)| + |70, Trit(x)) | dHN! < oo.

This concludes the proof. O

Proof of Proposition 3.2. Notice that by eventually extracting a subsequence
(one which we do not relabel), we can assume without loss of generality that

liminf F (un) = lim F(un) < oo.

Then, in view of Lemma 3.3, we have that u € BV(Q; RM), and furthermore we
can find a positive number A such that

(3.8) L} [Vu,(x)|dx < A

for every n large enough. We divide the rest of the proof into two steps.
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Step 1. Assume first that 0Q is of class C!, so that Qsq = 1 (see Remark 2.10
and (2.16)). Reasoning as in the proof of Proposition 3.1, our aim is to show
that liminf,, - G, = 0, where G, is defined as in (3.2). To this end, as in the
previous case, we proceed to find an open subset of Q \ Q,, with boundary of class
C!, namely V), such that 9Q c 0Vy. Then, since we are no longer in a position
to apply Theorem 2.14, we deduce from Theorem 2.9 (see also Remark 2.10 and
(2.16)) with Qav, = 1 that for every & > 0 it holds that

Gn = [Duy[(Q) = [Dul(Q) = (1 + &) |ID(un —u)(Vy)

- C(Vy,¢) Jv [Un(x) —u(x)| dx.

In turn, for every n sufficiently large we obtain

Ty i= DU |(Q) — [DUI(Q) — (1 + &) D (upn — u)|(Vy)
> [Dun[(Q\ Vy) — [DUl(Q\ Vy) — eA = (2 + &)|Dul(Vy N Q),

where A is given as in (3.8). Therefore, combining the previous inequalities we
get
liminf Gy > liyrlriigfin > —eA - (2+ &) |Dul(Vy nQ).

Finally, letting €, y — 0 concludes the proof in this case.

Step 2. In this step we address the general case of a domain with boundary almost
of class C', in the sense of Definition 1.1. Fix &,y > 0. Reasoning as in the proof
of Theorem 2.4, we find two finite collections of points, namely, {y'!,... ylics
and {z!,...,2%} c 0Q\ S, with the following properties:

(P1) There are positive constants y1, ..., yg, with y; <y, such that
1
(3.9) >vit<y
i=1
and
g .
(3.10) Sc By =B, yi).

i=1

(P2) For each j € {1,...,k} there exists an open neighborhood of z/,
namely V;, such that V; c {x € RN : dist(x,0Q) < y} and (up to a
rotation) dQ N V; coincides with the graph of a function of class C! with
gradient uniformly bounded from above by «.
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(P3) The collection of sets in (P1) and (P2) forms a covering of 09, that

1S,
k

oQcB,ulJV;
-1

In view of (P3), there exists an open set Uy, C Q such that

k
QcUuy,uB,ulJV;
j=1
Let {y?, {Wf}ise, {W;i}j<k} be a partition of unity on Q subordinated to the

open covering {Uy, {B(»%,¥i)}i<¢, {Vj} <k}, and denote by Z the excess contact
energy, that is,

T, ) = LQ T, Trn (x)) — 70, Tru(x)) dHN1,

With this notation at hand, we can write
k
(3.11) Fup,u) = -0 Z LQ i) Trup(x) — Tru(x)| dHN!
j=1

¢
+ > LQ Wi O[T, Trun(x)) — 0, Tru(x)) 1dHN L,
i=1

and proceed to estimate each term on the righthand side separately. To begin, we
claim that for each j € {1,...,k},

(3.12) LQ W) Trun(x) — Tru(x) | dHN!
< (o [ witolVuna)ldx + | i dibulx)
1Vl | () - w0l dx).
Notice indeed that in view of (P2), an application of Proposition 2.12 yields
LQ W) Tewn (x) — Tru(x) [ dHNL < (14 ) D (un — ) [(Q).

Moreover, since by Leibniz’s formula

D(j(up —u) = @YiD(Un — u) + (Un — u) ® Vi LY,
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we see that
(313) 1D tn —uDI@) < | ;) Tan GOl dx + | 97500 dIDul )
IVl [ Tun () = w0 dx,

and (3.12) readily follows. Similarly, we claim that for every i € {1,...,¢}, we
have

(3.14) JaQL(x)Lpf(x)l Trun(x) = Tru(x) | dHN !
<(1- fo)O'JQ W3 ()| Vg (x) [ dx + (1 - fo)O'JQ Wi (x)dIDul(x)
+ C@e0L/o,wd) | Tun(x) - ulx)ldx,
where
C(Q,&,L/0, @) == 0C(Q,&,L/0) + IVl Byt mn)-
Indeed, an application of Lemma 2.11 yields
(3.15) LQL(x)(pf(x)l Trttn (x) — Tru(x) | dgLN!

< (1 - &) |DY? (uy —u))(Q)

+ UC(Q,Eo,L/U)J [un(x) —u(x)|dx,
Q

and (3.14) follows from (3.15) with computations similar to those in (3.13). Us-
ing the fact that for every such i

LQ W) T, Trug (x) dHN !
> [0S0 (-etx) - 160 Tru () ) !
0Q
> LQ Wi (x)(—c(x) = L) Trupn (x) = Tru(x)] = L(x)| Tru(x) ) dH N7,
together with (3.11), (3.12), and (3.14), we deduce that
(3.16) E(un,u) = —(1+ 5)(7<JQ(1 — @Y (x)|Vun(x)|dx

+j (1- wY(x>>d|Du|<x)) 1 o(n,y),
Q
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where

k 0
(3.17) Q(n,y) = —<(1 +é&o Z IVl v;ry) + Z C(Q,EO,L/U,Wf))
j=1 i=1

X J [un(x) —u(x)|dx
Q
{
-> LQ Y0 (c(x) + L) Tru) | + 0, Tru(x))) dH N1
i=1

Consequently, it follows from (3.16) that
(3.18) F(un) —-Hwm) =0 JQ [Vun(x)|dx — o|Dul(Q) + E(un, u)
>(1+¢8)o JQ PY (x)|Vuy(x)ldx — o|Dul(Q)
—0¢€ JQ [VUu,(x)|dx

a4+ e)ajg(l — @Y (x)) dIDul(x) + 2(n, ).

Since, in view of (P1) and (P2), ¥ = 1in Qy = {x € Q : dist(x,0Q) > y},
from (3.18) we obtain that

(3.19) F(un) - H (u)

. U(J V1t (x) ] dx — |Du|(Qy)>

Y

- 0¢ JQ [Vup(x)ldx — 2+ &)o|Dul(Q\Qy) + 2(n,y).

Consequently, by (3.8) and (3.19), together with the lower semicontinuity of the
total variation with respect to convergence in L' (Q,; RM), we obtain

(3.20) li)rllliélff(un) —-HWu) = -0eA— (2 +&)o|Dul(Q\ Qy)

+ liminfQ(n, y).

Since uy, — u in L1 (Q; RM), from (3.10) and (3.17) we see that
(3.21) liyrlrli(ng(n, y)

¢
=-> Jag Y x) (c(x) + L) Trux) | + T (x, Tru(x))) dH N1
i1

z—J c(x)+ 0| Trulx)| + T(x, Tru(x)) dHN.
0QNBy
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Notice that by Lemma 3.4 and the fact that HN"1(0Q N By) - 0asy — 0
(see (3.9)), an application of Lebesgue’s dominated convergence theorem readily
yields

lim c(x) +o| Tru(x)| + T(x, Tru(x)) dHN-1 = 0.
y—=0Joans,

Thus, since u € BV(Q; RM), the desired result follows from (3.20) and (3.21) by
letting &, y — 0. This concludes the proof. O

4. LIMSUP INEQUALITY

To conclude the proof of Theorem 1.4, we are left to show the existence of a recov-
ery sequence. Unlike for the liminf inequality, in this case there is no difference
in the proof for sets with C'! or almost C! boundary. This is achieved by the
following proposition.

Proposition 4.1. Let Q be a bounded open subset of RN, and assume Q) is almost
of class Cl. Given a nonnegative function ¢ € LY (0Q), 0 > 0, and a continuous
function L: 0Q — [0, 00) such that |L|1~@p0) < 0, let T: 0Q X RM — [—00, 0)
be a Carathéodory function as in (1.6). Let F and H be defined as in (1.7) and
(1.10), respectively. Furthermore, assume there exists i € WH1(Q; RM) as in (1.11).
Then, for every w € LY (Q;RM) there exists a sequence {Wn}nen of functions in
WEL(Q; RM) such that uy — u in L' (Q; RM) and

limsup F(un) < H (u).

n—oo

Before proceeding with the proof of the limsup inequality, we show that the
desired result holds whenever it holds under certain additional assumptions.

Lemma 4.2. For the purpose of proving Proposition 4.1, it is not restrictive to
assume that

() u e Wh(Q;RM) 0 C(Q; RM).

(ii) LNz~ < 0.

Note that the second item in the lemma plays a role only in the case of sets of
class C1'1, for which we only assume ||L|I1~30) < 0 (see Theorem 1.4).

Proof of Lemma 4.2. We divide the proof into two steps.

Step 1 Without loss of generality we can assume that H (1) < oo, since otherwise
there is nothing to do. Thus, u € BV((; RM), and the proof of statement (i)
follows by a diagonal argument; we present here the details for the reader’s conve-
nience. Fix u € BV(Q; RM) and let {vy,}nen be given as in Lemma 2.6. Then,
for every € > 0 there exists n(e) € N such that for every n = n(¢) we have

(4.1) Hwy) <Hu) +& and J [V (x) —u(x)|dx < e.
Q
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For every n € N, let {vpx}ken € WHL(Q;RM) be a recovery sequence for vy,
that is, Uk — vy in L1 (Q;RM) as k — o0, and furthermore

limsup F(vni) < H (vy).

k— oo
Then, for every n € N we can find ky, € N with the property that

(42)  Flonp) = H(vy) + % and jﬂ Wk, (%) — Un(x)| dx < %

Set Uy := Upk, and observe that by (4.1) and (4.2) we have

J [un(x)—u(x)ldx SJ Ivn,kn(x)—vn(x)ldx+J Ivn(X)—u(x)ldxlere
Q Q Q n

whenever n > n(¢). In particular, by letting first n — oo and then € — 0, we see
that uy — u in L'(Q; RM). Similarly, since

j:(un)sﬂ-[(vn)+ls3-[(u)+s+l,
n n

we readily obtain that

limsup F(un) < H(u) +¢.

Nn—oo

Once again, letting € — 0 yields the desired result.
Step 2. Fork € N, we let Tp: 0Q X RM — R be defined via

Tr(x,p) = T(x,v)+%|v|.

As one can readily check, T satisfies a similar lower bound to (1.6), with L re-

placed by
1
Ly(x):=L(x)— —.
k(x) (x) X
Since [|Lkll=20) < O, we have that for every u € BV(Q; RM) there exists a
sequence {uk },en of functions in W1 (Q; RM) such that uk — w in L1(Q; RM)
as n — o, and

limsup Fie(u}) < or[Dul(Q) + LQ (o)) dHN,

n—oo

where Fi is the functional obtained by replacing T with Ty in the definition
of F (see (1.7)). Similarly, for every x € 0Q, Tk(x,-) is defined as the o-
Yosida transform of T (see (1.9) for the precise definition). We claim here that



Relaxation of Bulk and Contact Energies 229

Te(x, u(x)) — T(x,u(x)) for HN"l-almost every x € 9Q. Indeed, if we fix
0 > 0 and let py be such that

T(x, u(x)) +6 = T(x,px) + Tlpx —u(x)|,
then, for HN~-1-almost every x € dQ we have
(4.3) T(x,u(x)) < Tr(x,u(x)) < Tk(x,px) + Tlpx — u(x)|

< t0oulx) + %w + 5,

The claim readily follows by letting first k — o and then 6 — 0. Let 7 be given
as in (1.11); then, for H{N~!-almost every x € 0Q, we have that

—c(x) —olux)| < Trix,ux)) < T, Trit(x)) + olu(x) — Tri(x)]
=71(x, Trii(x)) + %ITriL(x)l +olulx) = Tra(x)],
and therefore there exists a function g € L' (0Q) such that |4 (x, u(x))| < g(x)

holds for HN~!-almost every x € 0Q. In turn, by Lebesgue’s dominated conver-
gence theorem we have that

lim | Te(x,u(x))dHN1 = J T, u(x)) dHNT,
20 20

k— o0

Since F < i, the rest of the proof follows by a standard diagonal argument, as
in the previous step; we omit the details. O

Proof of Proposition 4.1. In view of Lemma 4.2, throughout the proof we can
assume that ||L||;~3q) < 0 and furthermore, we fix a function

u € whi(Q; RM) n C(Q; RM).

We divide the proof into two steps.

Step 1. Let T be given as in (1.9), and notice that since both T and T are
Carathéodory functions, by Theorem 2.17 we have that for every n > 0 there
exists a compact set Cy, C 02, with

HNH2Q\ Cy) <,

such that the restrictions of T and 7 to C;; x RM are real-valued continuous func-
tions. Assume without loss of generality that |[c||z1(30) > 0, and let

Cpi=ChpnixedQ:c(x)<Ay=n""lcleo
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Then, as one can readily check, we have that

(4.4) HN10Q\Cy) < HNLOQ\Cp) + HN1({x € 0Q : c(x) > Ap})
<2n.

Finally, by the regularity of the Hausdorff measure and in view of (4.4), we can
find a compact set D, € Cp, such that

(4.5) HN-10Q\ Dy) <3n

and with the property that (1.6) holds for every x € D;,. The purpose of this step
is to show that, if u is given as above, for every € > 0 there exists a measurable
function p¢ p: 0Q — RM with the property that for every x € D), we have

(4.6) T, UX)) + €= T(X, Pen(x)) + 0lu(x) — pen(x)].
To prove the claim, notice that if p € RM is such that

(4.7) T(x,u(x))+1=71(x,p)+0olulx) - pl,

then (1.6) implies that

olpl < olu(x) —pl+olu(x)|
<T(x,ulx)) —-1x,p)+1+0|lulx)]

=T, ux)) +c(x)+Lx)Ipl+ 1+ olulx)l.
Therefore, for every x € Dy, we have
{0 = ILllz~@a)} Pl = Ay + 1 + max{T(x,u(x)) + olu(x)| : x € Dyp}.

In particular, we have shown there exists a positive number R, such that if x € D,
and p satisfies (4.7), then |p| < Rj. Next, observe that since © is continuous on
the set Dy, so is the map x — T(-,u(-)); in turn, both maps are uniformly
continuous in Dy. Similarly, T is uniformly continuous when restricted to the
compact set Dy, X B(0,Rp). Thus, for every € > 0 there exists a number 6 > 0
such that for every x € Dy, every v € B(x,6) N Dy, and every p € B(0,R;), we
have

(4.8) olux) —uy)l < 2

(4.9) IT(x,u(x)) — Ty, uly)l <

NS

(4.10) IT(x,p) —T(¥,p)| < 2
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Once again, from the compactness of D, we see that there exists a set of points
{x1,...,x*} c Dy so that Dy, is contained in the union of the balls {B(x/, §)} j <.
By definition of T, for every j € {1,...,k} we can find pj € B(0,R;) with the
property that

(4.11) 'f'(xj,u(xj))JrZZT(xf,pj)JrO'ij—u(xf)l.

Then, in view of the inequalities in (4.8), (4.9), (4.10), and (4.11), for every
x € B(x7,6) n Dy, we have
(4.12)  T(x,u(x)) = T, ulx?)) — |10, ux)) - (7, u(x’))|
>1(x/,pj)+0olp; —ulx!)| - %
>T(x,pj) — IT(x),pj) —T(x,pj)| + Oolp; —u(x)|
—olux) —u)| - £

2
=T(x,pj) +olpj —ulx)| - &

Let pe,n be defined via

p1  ifx € D,nB(x1,9),
Pen(x):=1p; ifx €D,nB(xi,6)\ UL B(xi,é),
Trii if x € 3Q\ Dy,

where i is given as in (1.11).

Step 2. In this step we carry out the construction of an approximate recovery se-
quence for u. Observe that the function p¢ , defined in the previous step belongs
to the space L'(0Q; RM); consequently, by Lemma 2.8 we can find a sequence
{un}nen of functions in Wh1(Q; RM) with trace pe, such that u, — u in
L1(Q;RM) and

lim sup 5 [Vu,(x)|dx < L} [Vu(x)|dx + LQ [U(x) — Pen ()| dHNL,

n—oo

In turn, by (4.6) we have that

limsup F(un) < LZUIVu(x)Idx

+ LQ T(X, Pen(X)) + OlU(X) = Pep(x) [ dHN!
<H (u) +R(gn),
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where

R(g,n) = eHN"Y(Dy)

+ J olulx) = Trit(x)| + T(x, Trit(x)) — T(x,u(x)) dHNL,
3Q\Dj,

As one can readily check, Lemma 3.4 and (4.5) imply that

lim lim R(g,n) = 0.
-0t n—-0*

This concludes the proof. O

Remark 4.3. The first step in the proof of Proposition 4.1 can be sim-
plified significantly if T is independent of x. Furthermore, in this case it is
enough to require that T is only Borel measurable. Indeed, for a given function of
u e WH(Q; RM) n C(Q; RM) and € > 0, our aim in this case is to find an inte-
grable function p¢: 0Q — RM with the property that

(4.13) T(U(X)) + &= T(pe(x)) + Tlu(x) — pe(x)

for HN-1-almost every x € 9Q. Reasoning as above, we can find a positive
number & such that o|lu(x) — u(y)| < &/3 whenever [x — y| < §, a finite
number of points {x!,...,x¥} ¢ 0Q with the property that {B(x/,5)}j<k is a
covering of 0, and finally points p; € RM such that

Fu(x’)) + g > T(pj) + olulxd) - pjl.

The condition in (4.13) follows from computations similar to (4.12), provided p,¢
is opportunely defined to be a simple function taking only values in {p1, ..., pi}.
Further, in this case, the approximation in Lemma 4.2 (ii) is no longer needed,
even when Q is a smooth domain with boundary of class C!!.

5. FURTHER GENERALIZATIONS AND REMARKS

In this final section, we discuss how to suitably modify the arguments presented
above in order to obtain two variants of Theorem 1.4. The first and main result
of the section concerns the possibility of extending our analysis to include sur-
face densities that are not necessarily continuous in the second variable. Last, we
examine the case of a general Lipschitz domain under rather strict assumptions
onT.
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5.1. Normal integrands. In this subsection we prove that, under a mild
integrability condition, we can further relax the regularity assumptions on the
surface energy density T. To be precise, throughout the following we assume that
T: 00 X RM — [—00, 0) satisfies the following:

(N1) TisZ(0Q, HN-1)xB(RM)-measurable, where =(0Q, HN-1) and B(RM)
denote the o-algebra of Hausdorfl measurable subsets of 0Q and the Borel
o -algebra on RM, respectively.

(N2) T(x,-) is upper semicontinuous for HN~!-almost every x € 3Q.

We comment that if in condition (N2) we replace upper semicontinuous with
lower semicontinuous, then the class of functions we obtain is commonly referred
to as normal functions or normal integrands in the relevant literature. This class
is particularly well suited for problems in the calculus of variations (see [14] and
(28] for more information on the subject).

For T as above, set

M;(x) := max {sup{T(x,p) : p € B(0, j)},0}.

Consider a partition of unity, namely {/;} jen, subordinated to the open covering
{Uj} jen, where the sets U; are defined via

U1 = B(0,2),
Uj==B(0,j+1)\B(0,j—1) forj=2,
and define
(5.1) T(x,p) = > Mja(x)y@;(p).

Jj=1

Notice that T: 0Q x RM — [0, ) is a Carathéodory function with the property
that T < T.

The main result of this subsection can be stated as follows.

Theorem 5.1. The conclusions of Theorem 1.4 continue to hold even if T fails to
be Carathéodory, provided that the following conditions are satisfied:

(i) T satisfies (N1) and (N2), that is, —T is a normal integrand.

(i) There exists uy € L1 (0Q; RM) such that

T(-,u1(-) € L'(209),

where the function T is defined as in (5.1).

We begin by recalling a well-known approximation result, which states that
every normal integrand is the pointwise limit of an increasing sequence of Cara-
théodory functions (see, e.g., Remark 1 in [4] and Corollary 1 in [27]). A proof
of this fact, adapted to our setting, is included here for the reader’s convenience.
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Lemma 5.2. Ler T: 0Q x RM — [—c0,00) be as in (N1) and (N2). Then,
there exists a decreasing sequence of Carathéodory functions, namely {Ty}ren, such
that Tr(x, ) — T(X, ) pointwise in RM for HN- _ahnost every X € 0Q.

Proof- For T asin (5.1), let t(x,p) == T(x,p) — T(x,p), set

tk(x,p) = supit(x,q) — klp —ql : g € RM},

and define
Tr(x,p) =tk (x,p) + T(x,p).

We claim the sequence {Ty}ren has all the desired properties. Indeed, it follows
readily from the definition that {Ti}ken is a decreasing sequence of Carathéodory
functions. Thus, to conclude it is enough to show that T (x,:) — T(x,-) for
HN"1almost every x € 9Q. This, in turn, follows from the fact that t(x, -) is
upper semicontinuous for HN~1-almost every x € 9Q. Indeed, for every such
x we have that tx(x,+) — t(x,-) pointwise in RM (see, e.g., Lemma 5.30 in

[14]). O

Proof of Theorem 5.1. Observe that the proof of the liminf inequality remains
unchanged. Thus, in the following we describe how to suitably modify the argu-
ments presented in the previous section. Let {Tx}ken be given as in Lemma 5.2.
Then, reasoning as in the proof of Lemma 4.2, it is enough to show that

(5.2) Lm'f'k(x,u(x))djl-[N‘1 - Jagf(x,u(x))d}[N‘l

for all u € L'(0Q;RM). To this end, let u € L'(0Q; RM) be given. As one
can readily check (e.g., by reproducing the argument used in (4.3)), we have that
T (-, u()) — T(-,u(-)) pointwise almost everywhere in 0Q. Notice that for u;
as in the statement, we have that T (-, u;(+)) € L1 (0Q). Indeed, since t; < 0, for
HN"1-almost every x € 0Q we have that

—c(x) —olui1(x)] = Tlx,ui(x)) < 11(x,u1(x))
=ti(x,ui(x)) + T(x,ui(x)) < T(x,ui(x)).

In turn, reasoning as in (3.7), we can see that T1(-,u(-)) € L'(8Q) for all
u € L'(0Q; RM). In particular, since

[Tk (6, u(x))| < max{c(x) + olulx)|, 11100, u(x))[}
holds for HN=1-almost every x € 0Q, we are in a position to apply Lebesgue’s

dominated convergence theorem and (5.2) readily follows. This concludes the
proof. O
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5.2. Lower semicontinuity on Lipschitz domains. We conclude with a
brief discussion of the case where Q is a general Lipschitz domain. To be pre-
cise, we show that the techniques presented in Section 3 can be readily modified
to show that F admits a lower semicontinuous extension in BV(Q; RM). The
increased generality on the domain, however, comes with the drawback that we
significantly restrict the class of surface densities for which the result applies to
those which satisfy a certain Lipschitz condition. This is made precise in the fol-
lowing proposition.

Proposition 5.3. Let Q be a bounded open subset of RN with Lipschitz con-
tinuous boundary. Let T: 0Q X RM — [—o00,00) be a Carathéodory function such
that

(5.3) T(x,p) = —c(x) — Blpl

for HN"-almost every x € 0Q and for all p € RM, where c € L1(0Q) is nonnega-
tive and B > 0. Moreover, assume that

(5.4) IT(x,p) —T(x,q0)| <y(x)Ip -4l

for HNV-almost every x € 0Q and for all p,q € RM, where y: 0Q — [0, ®) is a
continuous function. Given o > 0, let qaq be given as in Definition 1.3, and assume
that for some &y > 0

(5.5) yY(xX)qaa(x) < (1 -2¢&)0

forall x € 0Q. Furthermore, let F and F be given as in (1.7) and (1.8), respectively.
Then, for every u € BV(Q; RM) we have that

Fu) = 1Dul(Q) + LQT(X,Tru(x))d}[N’I.

Proof. The proof follows from an argument nearly identical (but simpler) to
that used in Proposition 3.1, and therefore we omit it. O

Remark 5.4. We give some comments on the assumptions of Proposition 5.3:

(i) Condition (5.3) is only required so that F is well defined. In addition,
notice that if in (5.3) we could replace the positive constant B with a con-
tinuous function L as in (1.12), we would then also obtain that F(u) = o
forallu € L'(Q; RM)\BV(Q; RM) by the same argument used in Lemma
3.3. In turn, this condition is readily satisfied if, for example, there exists
q € RM such that 7(-,q) € L*(0Q). Indeed, this would imply that for
HNLalmost every x € 0Q,

T, p) =z —lITC, D=0 — y(x)|p —al
= —IT(, D~ —y)lal —yx)lpl,

and the desired result follows by (5.5).
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(i) An analogous condition to (5.5) was previously identified by Giusti (see
[18]) in the context of non-parametric surfaces of prescribed mean curva-
ture, where it is customary to assume that T(x, p) := y(x)p, for p € R.

(iii) While on the one hand Theorem 1.4 already shows that a much finer
result holds for more regular domains, it is worth noting that a Lipschitz
assumption of the form (5.5) is also not optimal in the case of a general
Lipschitz domain. Indeed, in [25] Modica proved that for o = 1, if
we let T(x,p) = |p — Y(x)|, where ¢ € L'(0Q), then F is lower
semicontinuous on any Lipschitz domain.
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